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1. Goals of Visiting Research

CDF Support

� CDF On-Site Support (Every Wednesday Offline Comput ing Meeting)

� OSG reconfiguration according to CDF’s request (May  16 ~ May 20)

� MOU Extension (July 21)

OSG Summer School Attending

� Held at University of Wisconsin Madison (June 26 ~ June 30)
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� Held at University of Wisconsin Madison (June 26 ~ June 30)

� Helpful to understand the concept of OSG from lectu res and exercises

Understanding FermiCloud System + alpha (Contributio n)

� Current Status and Planning

� GSDC has a plan to build a very similar system soon



2. Virtual Machine Launching at Amazon EC2

Steps of Launching VM
1. Create an account & Connect to Web Console:

http://aws.amazon.com/console/

2. Launch Instance
3. Create or Select Virtual Machine
4. Create KeyPair

�

�

�
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�

�



2. Virtual Machine Launching at Amazon EC2

Private Key Mode Change

Change the mode of 
<key>.pem to 400
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ssh logon to VM

User ID should be always 
ec2-user

When opening an account, you 
should provide your credit card 
information



2. Virtual Machine Launching at Amazon EC2

Management of VMs using EC2 API Tool
� Amazon EC2 API tools serve as the client interface to the Amazon EC2 web service. 
� Able to register and launch instances, manipulate s ecurity groups, and more. 
� http://aws.amazon.com/developertools/351

Download X.509 certificate & private key
� Logon to http://aws.amazon.com/security/
� Click AWS Security Credentials  
� Click X.509 Certificates Tab and click Create a new  Certificate

Downloaded X.509 cert, 
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Downloaded X.509 cert, 
private key & EC2 API Tool



2. Virtual Machine Launching at Amazon EC2

Installation

I installed EC2 API Tool at 
fermicloud048
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Setup Environment for EC2 API Tool X.509 cert and private key should be 
located at fermicloud048

Java must be installed because EC2 
API Tool is a Java program.



2. Virtual Machine Launching at Amazon EC2

Check Version

Create KeyPair
To create a VM from Amazon 
Machine Image, KeyPair is required.

We can use generated KeyPair
previously, but generate a new one 
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previously, but generate a new one 
using EC2 API Tool 

KeyPair should be located in 
EC2_HOME directory as defined in 
ec2.bash

Describe Image

Search for ami-8c1fece5 which is 
Amazon owned



2. Virtual Machine Launching at Amazon EC2

Run Instance

Describe Instance

Instance ID = i-03adlf6d

Accomplishment: Summary of Work 9/28Seo-Young Noh

Describe Instance

Full Host = ec2-50-16-52-237.compute-1.amazonaws.co m

Status = Running



2. Virtual Machine Launching at Amazon EC2

Logon to the VM
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Not covered today, but there is another tool named “EC2 AMI Tool”, which helps to create 
Amazon Machine Image.

http://aws.amazon.com/developertools/368?_encoding= UTF8&jiveRedirect=1



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Concept
� Build a cluster system using FermiCloud + Amazon EC2  computing resource
� Install condor central manager at FermiCloud
� Create virtual worker nodes at Amazon EC2 

Condor-7.7.0 prerelease version was 
used for both condor central 
manager and condor worker nodes
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manager and condor worker nodes



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Install Condor Central Manager 

URL: http://www.cs.wisc.edu/condor/downloads-v2/download .pl

Current Condor will be

Condor Central Manager
Submitter
Executor

No RPM provided. Install 
script was used
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Local & Global 
Environment variables 
need to change

Need to source ether 
condor.sh or condor.csh 



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Configuration

Need to add the domain 
name of EC2’s virtual 
machines to join the 
condor central pool

Not covered all, but most 
important ones.
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Set HIGHPORT & 
LOWPORT with 
Amazon’s firewall port 
range



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Start Condor Central Manager

Condor_master
Collector
Match Maker
Submitter
Executor

Source & execute 
condor_master
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Executor

Check Condor Pool

Two slots are available 
because fermicloud005 
has two cores and we set 
it as an executor



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Work Node VM Creation at Amazon EC2

Set TCP port range

Need to create a security 
group - condor

Accomplishment: Summary of Work 15/28Seo-Young Noh

Set UDP port range

Open ssh port (22)



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Run Instance

Logon to the Instance

Launch a VM using 
EC2 API Tool

-d = user data
-g = security group
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Logon to the Instance



3. Building Virtual Cluster: FermiCloud + Amazon EC2

How to Check Meta Data of Instance

Using wget, we can download meta data of 
running instance.

When installing condor worker node, some 
information is needed.
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To get the public hostname



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Install Condor Work Node

Type = execute
Owner = condor

User id, condor, 
should be present.
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Create user condor with nologin option



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Setup Configuration
CONDOR_HOST = 
fermicloud005.fnal.gov

The following environment 
variable should be set with the 
values retrieved using “wget”

PRIVATE_NETWORK_NAME
TCP_FORWARDING_HOST
PRIVATE_NETWORK_INTERFA
CE
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CE

HIGHPORT are LOWPORT are 
set to Amazon’s firewall port 
range



3. Building Virtual Cluster: FermiCloud + Amazon EC2

Run Condor Work Node

Run Condor Work Node

Condor Master
Condor Executor

Accomplishment: Summary of Work 20/28Seo-Young Noh

Run Condor Work Node
EC2 Work Node Joined to 
Condor Central Pool

Not covered topics:
1. How to create an AMI image 

which contains condor
2. Condor job submission



4. Building OSG Site at FermiCloud

Why it is valuable
� Education purpose: once OSG site has been built on physical machines, it is dangerous 

to play with it. So, no chance to play with it for those who joined a team later 

� Even it is built in the virtual environment, it can  serve for production with high flexibility 
which cannot be achieved by physical machines

List of Servers

Accomplishment: Summary of Work 21/28Seo-Young Noh



4. Building OSG Site at FermiCloud

Create Proxy

Authentication Test

Installation of each server 
is not covered
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Managedfork Test Prevent users from forking too 
many processes at gatekeeper



4. Building OSG Site at FermiCloud

Job Submission

10 jobs are submitted to 
cloudgate.fnal.gov from osg-client 
(fermicloud009)

When a job is submitted, an URL is 
returned and it is used to check the 
status of the job later. 
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Check the Condor Queue

10 Jobs are in the queue



4. Building OSG Site at FermiCloud

Check Job Status

All jobs are done!
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5. vcluster: Automatic Scalable Virtual Cluster Sys tem

Design Concept
� Cloud System Agnostic
� Batch System Agnostic
� Auto Scalable on Demand
� Dynamic Load Balancing
� Power Management by 

Auto Migration
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Auto Migration



5. vcluster: Automatic Scalable Virtual Cluster Sys tem

Components

���� ����
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5. vcluster: Automatic Scalable Virtual Cluster Sys tem

Status

Demonstration
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6. Conclusions

With many supports from GCC Department, I achieved everything that I wanted 
before coming here.

There are many things that I could not cover in thi s presentation
� Virtual machine submission through Condor
� Condor job submission
� OSG site configuration
� Creating Amazon AMI image
� Etc
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G-Cloud system will be setup soon at GSDC
� There are still many things that I have to get supp orts from engineers of GCC 

department

Continue on developing my toy system – vcluster



Thank YouThank You


